Fault location of distribution networks based on multi-source information
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Abstract: In order to promote the development of the Internet of Things (IoT), there has been an increase in the coverage of the customer electric information acquisition system (CEIAS). The traditional fault location method for the distribution network only considers the information reported by the Feeder Terminal Unit (FTU) and the fault tolerance rate is low when the information is omitted or misreported. Therefore, this study considers the influence of the distributed generations (DGs) for the distribution network. This takes the CEIAS as a redundant information source and solves the model by applying a binary particle swarm optimization algorithm (BPSO). The improved Dempster/S-hafer evidence theory (D-S evidence theory) is used for evidence fusion to achieve the fault section location for the distribution network. An example is provided to verify that the proposed method can achieve single or multiple fault locations with a higher fault tolerance.
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1 Introduction

The distribution network fault location methods can be roughly divided into the impedance method and the travelling wave method [1] based on the Feeder Terminal Unit (FTU) method [2] and the voltage sag information during the fault process method [3]. The traditionally based FTU method uses the FTU method as the information source to transform the fault location problem into an optimization problem [4-8]. However, these methods use only one information source for the fault location and the fault tolerance rates are low when the information is unreported or misreported. With the development of the Internet of Things (IoT), power customers and grid enterprises share data, which improves the ubiquitous connectivity between the grid and the customers. Full service unified data centers make it possible to take customer electric information acquisition system (CEIAS) as a redundant information source...
source for the fault location to improve the fault location tolerance. At the same time, promoting clean energy absorption has become an important part of the construction to power the IoT. Therefore, the impact of distributed generations (DGs) on the distribution network fault flow must be considered in the fault location [10-12].

Some studies have proposed methods to improve the fault tolerance rate of the fault location. Based on three information sources, which includes the distribution network fault indicator, the distribution alarm, and telephone complaints, different network tree graphs are established according to the characteristics of the information sources. The preliminary fault location is carried out by searching network tree graphs and information fusion is carried out by using improved Dempster/Shafer evidence theory (D-S evidence theory) [13]. In a previous study [14], a radial basis function neural network is established to estimate the equivalent reactance of the short circuit. The FTU fault information and the equivalent reactance of the short circuit are used as characteristic quantities to build an improved BP neural network (back propagation neural network) fault section location model. Although the reliability of the fault information is considered as a reference [13-14], only a single power supply in the distribution network is considered. In order to improve the fault tolerance of the fault location model, a previous study [15] takes the missing information and false information of the nodes and the state of line sections as the characteristic variables of the fault location model. This leads to the excessive dimensions of variables and may lead to poor convergence of the method.

To solve the above problems, this paper proposes a fault location method based on multi-source information for the distribution network by considering the influence of the distributed generation. First, based on the data sharing platform, CEIAS is used as a redundant information source. Then, considering the influence of DGs on the fault location algorithm and the characteristics of the different information sources, fitness functions reflecting the difference between the actual received fault information and the expected fault information are constructed. Finally, D-S evidence theory is used for evidence fusion. Considering that the existence of abnormal fault information may lead to conflicts between the evidence and inaccurate fusion results, the fusion process is improved. The FTU method is configured in each line section of the distribution network; however, the customer area of the distribution network is relatively small and CEIAS has a lower penetration rate compared with the FTU method. The convergence to multiple solutions should be considered; therefore, the final fault location conclusion should be made by using decision criteria.

2 Fault location model

2.1 Fault location model using FTU information

When the DG is connected to the distribution network as a power supply, a short-circuit fault occurs at a certain point of the distribution network. The DG also provides a part of the short-circuit current. The fault overcurrent information can be obtained by setting an FTU reporting threshold to distinguish the short-circuit current from the working current [16]. However, due to the DG’s access, power flow in the distribution network is no longer one-directional. The solid arrow shown in Fig. 1 is the flow direction of the short-circuit current when the system is short-circuited between the phases. Therefore, assuming that the direction from the system power to the feeder of the distribution network is positive, the overcurrent information detected at the switch $j$ is encoded as [17]:

$$ I_j = \begin{cases} 1 & \text{overcurrent direction is positive} \\ 0 & \text{no overcurrent} \\ -1 & \text{overcurrent direction is opposite} \end{cases} $$

![Fig. 1 Distribution network with the DG](image)

When a single-phase ground fault occurs in the distribution network, the fault current is not obvious and the FTU method cannot directly detect it. However, a zero-sequence variable is generated when a single-phase ground fault occurs. The FTU method has a function of detecting the zero-sequence current and the zero-sequence component can be used to encode the switch state. The dotted arrow in Fig. 1 represents the zero-sequence current flow; the zero-sequence current detected at switch $j$ is encoded as follows [16]:

$$ I_j = \begin{cases} 1 & \text{zero-\text{sequence current direction is opposite}} \\ 0 & \text{no zero-\text{sequence current}} \\ -1 & \text{zero-\text{sequence current direction is positive}} \end{cases} $$

Considering the influence of the DG on the fault current, the system is divided into two parts. By taking switch $j$ as a breakpoint, the part that includes the system power is the upper half area. The other part is the lower half area, and the switching function can be constructed as [17]:

where \( \sum \) represents the logical “OR” operation; \( K_{i1} \) and \( K_{i2} \) are the access factors. These denote whether the generations in the upper and lower half areas of switch \( j \) are connected to the system. If the power is connected to the system, the value is 1; otherwise it is 0. In addition, \( x_{j,n} \) and \( x_{j,m} \) represent the line state values from switch \( j \) to the upper half area power \( S_1 \) and the lower half area power \( S_2 \), respectively. When the line section fails, the state value takes on the value of 1; otherwise, the value is 0. In addition, \( x_j(m) \) and \( x_j(n) \) respectively indicate the line section state values in the upper and lower half areas of switch \( j \). Finally, \( M \) and \( N \) are the total number of line sections in the upper and lower half areas of switch \( j \), respectively.

### 2.2 Fault location model using CEIAS information

CEIAS can collect, process, and monitor power consumption information of the customers. CEIAS can achieve the automatic collection of electricity consumption information as well as measurement anomaly detection, power quality detection, electricity consumption analysis and management, relevant information release, distributed energy monitoring, and perform information interaction functions for the intelligent electricity equipment [18]. Therefore, real-time customer information collected by CEIAS can be used to determine the real-time power supply situation for the customer’s location. This is also another source of information for the fault location.

After the DG is connected to the distribution network, the customer’s power supply is no longer just the system power. Therefore, it is necessary to distinguish the power supply of the region when determining whether the power supply situation of the customer area is normal. If protection devices work normally, the power supply situation of customer \( j \) is:

\[
P_j^* (x) = \sum_{S_j} \sum_n x_j (n)
\]

When the power supply situation of customer \( j \) is normal, the value of \( P_j^* (x) \) is 0; otherwise it is 1. \( S_j \) represents the power supply of customer \( j \); \( N \) represents the line section number of the minimum path from the power supply to customer \( j \). In addition, \( x_j(n) \) represents the line section state of the minimum path from the power supply to customer \( j \).

### 2.3 Evidence fusion model

This paper uses D-S evidence theory for information fusion. The D-S evidence theory was first proposed by Dempster in 1967 to solve the multi-valued mapping problem by using upper-bound and lower-bound probabilities [19]. This was also further extended by Shafer [20]. All possible results of a problem are represented by set \( \Theta \), which is called the recognition framework and contains finite mutually exclusive propositions, i.e. \( \Theta = \{A_1, A_2, \ldots, A_k\} \). For the set \( \Theta \) probability assignment function \( m \), this should satisfy:

\[
m(\emptyset) = 0
\]

\[
\sum_{A \subseteq \Theta} m(A) = 1
\]

where \( A \) is a focal element of \( m \).

For the two pieces of evidence obtained from the two information sources in this paper, their basic probability distribution functions are \( m_1 \) and \( m_2 \), respectively, and they are independent of each other. They can be fused as follows:

\[
m_1 \oplus m_2 (A) = \begin{cases} 0 & \text{if } A = \emptyset \\ \frac{1}{1-k} \sum_{B \subseteq C \neq A} m_1 (B) \cdot m_2 (C) & \text{if } A \neq \emptyset \end{cases}
\]

\[
k = \sum_{B \subseteq C \neq \emptyset} m_1 (B) \cdot m_2 (C)
\]

where \( k \) is the conflict coefficient for the evidence. When \( k \) is 1, the contradiction formula of the evidence cannot be used.

However, due to the omission and error of the fault information, the evidence obtained from the abnormal information may conflict with the evidence obtained from no-abnormal information. When the degree of conflict between the evidence is large, the results of the fusion according to the above rules may be inconsistent with the actual situation. The reason of conflict between the evidence is that there is no intersection between the focal elements of the evidence. Since a complete set \( \Theta \) has an intersection with all of the focal elements, the complete set \( \Theta \) is added to the evidence body. In addition, the probability distribution density of the original focal elements in the evidence body are multiplied by the same discount rate \( u \) (\( u < 1 \)):

\[
M' = \{A_1, A_2, \ldots, A_r, \Theta\}
\]

\[
m'(A) = u \cdot m(A)
\]

\[
m'(\Theta) = 1 - u
\]

Since the information collected by the FTU method may be missing or may contain misinformation, it has a low reliability; therefore, \( u_i \) is 0.6. However, the call
measurement information of CEIAS is relatively accurate and reliable; therefore, \( u_i \) is 0.8.

### 2.4 Evidence decision criteria

As mentioned above, the power supply information from CEIAS is introduced as a redundant information source. Although the accuracy of the fault location is improved, there is less power supply information. Thus, it is easy to converge to multiple optimal solutions when using it to locate faults. In summary, the final decision results are determined by improving the evidence decision criteria.

- **When both information sources converge to only one optimal solution for the fault location, the focal element with the highest probability density after evidence fusion is directly selected as the final decision result.**
- **When the fault location result converges to multiple optimal solutions by using power supply information for CEIAS, the evidence fusion result satisfying the following conditions is selected.** Afterwards, the focal element with the highest probability density after evidence fusion is considered to be the final result.
  - **Minimum k value**: \( k \) indicates the degree of the contradiction between the evidence. The smaller the value of \( k \), the smaller the degree of conflict between the evidence. Therefore, we had to choose the case with the smallest \( k \).
  - **Maximum difference of the probability density**: After evidence fusion, the difference in the probability densities between the first focal element and the second focal element according to the decreasing order of the probability density is calculated. The bigger the difference, the higher the support degree of the focal element with the highest probability density. For this reason, the case with the greatest difference was chosen.
  - **The maximum probability density of the focal element is greater than the complete set.**

### 3 Model solving algorithm

**Particle Swarm optimization (PSO)** is a Swarm intelligence evolution algorithm which simulates the predation behavior of birds. In each iteration, each particle seeks a feasible solution according to the position vector and the velocity vector. The position vector and the velocity vector of the particle are updated according to their own individual optimal solution and the group optimal solution. PSO is characterized by many factors such as less control parameters, random search capabilities, global optimization, and parallelism. Compared with the genetic algorithm and the immune algorithm, there is no need for selection, crossover, and mutation processing. Since the operation is simple, PSO can perform the calculations rather quickly. Due to the information interaction between the particles in the solution process, the convergence speed of the particle swarm can be accelerated. The updated formulas of the particle position and the velocity are:

\[
\begin{align*}
    v_{id}^{k+1} &= \alpha v_{id}^k + c_1 \text{rand}_1 \left( P_{best,id}^k - x_{id}^k \right) + c_2 \text{rand}_2 \left( G_{best,k}^k - x_{id}^k \right) \quad (12) \\
    x_{id}^{k+1} &= x_{id}^k + v_{id}^{k+1} \quad (13)
\end{align*}
\]

where \( v_{id}^{k+1} \) and \( x_{id}^{k+1} \) are respectively the velocity and the position of the \( d \)th dimension of the \( k+1 \)-th generation of particle \( i \), \( \alpha \) is the inertia factor, \( c_1 \) and \( c_2 \) are the acceleration factors, \( P_{best,id}^k \) is the individual optimal position of the \( d \)th dimension of the \( k \)th generation of particle \( i \), and \( G_{best,k}^k \) is the optimal position of the \( d \)th dimension of the \( k \)th generation in the entire population.

Since the distribution network fault location problem is a 0-1 integer programming problem, the optimization method in the continuous space is no longer applicable. Therefore, the binary particle swarm optimization (BPSO) algorithm is adopted in this paper. The updated formulas of the particle position and the velocity are modified.

\[
\begin{align*}
    x_{id}^{k+1} &= \begin{cases} 
        1 & \text{rand}_1^{k+1} < \text{sigmoid}(v_{id}^{k+1}) \\
        0 & \text{otherwise}
    \end{cases} \\
    \text{sigmoid}(v_{id}^{k+1}) &= \begin{cases} 
        0.98 & v_{id}^{k+1} > 4 \\
        \frac{1}{1+e^{-0.98v_{id}^{k+1}}} & -4 \leq v_{id}^{k+1} \leq 4 \\
        -0.98 & v_{id}^{k+1} < -4
    \end{cases} \quad (15)
\end{align*}
\]

where \( \text{rand}_1^{k+1} \) represents a random number in the \([0,1]\) interval generated in the \( d \)th dimension for the \( k+1 \)-th generation of particle \( i \).

The fitness function is constructed by using information from the FTU method:

\[
F(x) = \sum_{j=1}^{N_i} \left| I_j(x) - I_j'(x) \right| + \omega \sum_{j=1}^{M} \left| x(j) \right| \quad (16)
\]

where the first term on the right hand side represents the difference between the fault information received by the FTU method and the expected fault information, \( N_i \) is the total number of FTUs in the distribution network, \( I_j(x) \) is the fault information uploaded by FTU \( j \), \( I_j'(x) \) is as mentioned above, the second term represents the total number of fault line sections, \( M \) is the total number of line sections, \( x(j) \) is the line section state, and \( \omega \) is a random positive coefficient that is not greater than one.

The fitness model constructed from the CEIAS information is as follows:

\[
F(x) = \sum_{j=1}^{N} \left| P_j(x) - P_j^*(x) \right| + \omega \sum_{j=1}^{N} \left| x(j) \right| \quad (17)
\]
where the first item on the RHS represents the difference between the actual power supply of abnormal information received by CEIAS and the expected power supply of abnormal information. \( N \) refers to the total number of customers in the distribution network, \( P_i(x) \) provides the abnormal power supply information uploaded by CEIAS, and \( P^*_i(x) \) has been previously stated.

Since the PSO is a population intelligent search algorithm, the particle swarm gradually approaches the optimal solution from the initial position in each iteration. As the number of iterations increases, the proportion of the optimal solution in the particle swarm increases. Therefore, the probability distribution function can be expressed by the concentration of the particles, which satisfies the convergence condition. Since there are solutions with poor fitness in the particle swarm, it is not necessary to consider all of the particles. The particles with the first \( N \) concentration are considered and the probability distribution function \( m \) can be expressed as:

\[
m(r_i) = \frac{c(r_i)}{c(r_i) + c(r_2) + \ldots + c(r_N)} \quad i = 1 \ldots N
\]

where \( r_i \) is a particle in the particle group.

4 Fault location process

- **Post-fault information acquisition**: The state information of each FTU in the distribution network and the abnormal information of CEIAS are collected.

- **Constructing fitness function**: For the different information sources, the fitness functions for the difference between the received fault information and the expected fault information are constructed, which are respectively formulas (16) and (17). Due to the different characteristics of the information sources, the expected fault information functions are also different. For the FTU information, please see formula (3). For CEIAS information, please refer to formula (4).

- **Optimization solution**: BPSO is used to optimize the fault location model proposed in this paper and to obtain the evidence body.

- **Parameter initialization of the BPSO algorithm**: This includes the acceleration factor \( \alpha \), the inertia factors \( c_1 \) and \( c_2 \), the individual optimal solution \( G_{best} \), the group optimal solution \( G_{best} \), the initial speed \( v \), the maximum speed \( V_{max} \), the minimum speed \( V_{min} \), the maximum iteration number, and the population size.

- **BPSO iterative process**: The position and velocity of the particles are updated according to formulas (12), (14), and (15). By applying these formulas, particle \( i \) of the \( k+1 \)-th generation \( x_i^{k+1} \) is obtained. The updated particles \( x_i^{k+1} \) are brought into the fitness function to obtain the fitness value \( F(x_i^{k+1}) \). If \( F(x_i^{k+1}) > P_{best} \), it is updated as the individual optimal value; if \( F(x_i^{k+1}) > G_{best} \), it is updated as the global optimal value.

- When the global optimal solution does not change with the number of iterations or the number of computations reaches the maximum number of iterations, the iteration process is stopped, and the optimization results are the output.

- **Acquisition of the probability distribution function of the evidence body**: The first \( N \) concentrations of the particles in the particle group are stored and the probability distribution function is obtained by using formula (14).

- **Evidence fusion**: To add a complete set \( \Theta \) to the evidence body and to multiply the original probability distribution density by the discount rate \( u \), please refer to formulas (9), (10), and (11). In addition, apply formulas (7) and (8) for evidence fusion.

- **Using decision criterion to determine the fault section**: To determine whether or not to converge to more than one solution, the fault section is selected by the following decision criteria.

The flow chart for the fault location process based on the multi-source information is illustrated in Fig. 2.

5 Case study

In order to verify the effectiveness and the advantages of the fault location method proposed in this paper, the distribution network model with DGs presented in Fig. 3 is adopted for the analysis. In the figure, \( S \) is the system power and DG1 and DG2 are the distributed generations in the distribution network. K1 and K2 are the switches that connect the DGs to the distribution network. CB1-CB3 are the incoming circuit breakers, S1-S9 are the sectional switches, L1-L10 are the line section numbers, and A-F are the customer areas in the distribution network. In the distribution network model, the sectional switches and the circuit breakers are equipped with FTUs; thus, the power supply information can be obtained from A-F.

The BPSO and evidence fusion algorithms were compiled with MATLAB. In BPSO, the number of the particle swarm is 100, the maximum number of iterations was set to 100, and the acceleration factors, \( c_1 \) and \( c_2 \), were set to 2.1. In the evidence fusion algorithm, \( N \) takes on the value of 5.

5.1 Fault location simulation

In order to verify the effectiveness of the algorithm, the following four situations were analyzed.

Situation 1: The section L3 is faulty and the information...
The FTUs upload the information \([1,0,1,0,0,0,-1,-1,-1,0,-1]\) while CEIAS uploads the information \([0,1,1,1,0]\). Since both of these converge to the only optimal solution, the maximum probability density solution can be taken directly. In addition, the fault of the section L3 can be concluded. The conclusion matches the actual situation and the specific results are listed in Table 1. However, using the traditional method of the single information source for the fault location, the wrong conclusion for the sections L3 and L5 are faulty and they are obtained. From this situation, it is verified that the algorithm has a higher fault tolerance when a single fault occurs.

<table>
<thead>
<tr>
<th>Number</th>
<th>Fault section</th>
<th>m₁</th>
<th>m₂</th>
<th>m</th>
<th>Fault location result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0.152</td>
<td>0.510</td>
<td>0.379</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3,5</td>
<td>0.394</td>
<td>0.103</td>
<td>0.173</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1,3</td>
<td>0</td>
<td>0.179</td>
<td>0.099</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3,9</td>
<td>0</td>
<td>0.103</td>
<td>0.057</td>
<td>The section L3 fault</td>
</tr>
<tr>
<td>5</td>
<td>3,4</td>
<td>0</td>
<td>0.103</td>
<td>0.057</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3,5,7</td>
<td>0.182</td>
<td>0</td>
<td>0.038</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3,5,9</td>
<td>0.152</td>
<td>0</td>
<td>0.032</td>
<td></td>
</tr>
</tbody>
</table>

Situation 2:
FTUs upload the information \([1,1,0,0,-1,0,0,-1,1,1,0,1]\) and the CEIAS uploads the information \([1,1,0,0,0]\). Since both of them converge to the only optimal solution, the maximum probability density solution can be taken directly. In addition, the fault of sections L2 and L4 can be concluded. From this, the conclusion matches the actual situation; the specific results are presented in Table 2. However, using the traditional method of a single information source for the fault location results in the wrong conclusion for the section L2. From this situation, it is verified that the algorithm has a higher fault tolerance when multiple faults occur.

<table>
<thead>
<tr>
<th>Number</th>
<th>Fault section</th>
<th>m₁</th>
<th>m₂</th>
<th>m</th>
<th>Fault location result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,4</td>
<td>0.200</td>
<td>0.405</td>
<td>0.328</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.320</td>
<td>0.189</td>
<td>0.218</td>
<td>The sections L2 and L4 fault</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0.162</td>
<td>0.082</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2,4,9</td>
<td>0</td>
<td>0.135</td>
<td>0.074</td>
<td></td>
</tr>
</tbody>
</table>
Situation 3:
The FTUs upload the information \([1,0,1,0,1,0,0,-1,-1,-1,0,-1]\) whereas CEIAS uploads \([0,0,1,1,0]\). When using the CEIAS information, it converges to three different solutions. Therefore, it is necessary to discuss the three cases separately. The evidence fusion results are described in Tables 3-5. In case 3, the probability density difference is the largest, the value of \(k\) is the smallest, and the probability density of the complete set is less than the first focal element. Thus, we accept the maximum probability density focal element of case 3 as the final result and the conclusion of the section L5 fault is obtained. The result is consistent with the actual situation. Through this situation, it is verified that the decision criteria proposed in this paper can effectively solve the problem of converging to multiple solutions when using a redundant information source.

Table 3  Convergence to multiple solutions—case 1

<table>
<thead>
<tr>
<th>Number</th>
<th>Fault section</th>
<th>m1</th>
<th>m2</th>
<th>m</th>
<th>Fault location result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>none</td>
<td>0.163</td>
<td>0.103</td>
<td>0.115</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7,9</td>
<td>0.172</td>
<td>0.104</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>0.442</td>
<td>0.099</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8,9</td>
<td>0.138</td>
<td>0.084</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2,9</td>
<td>0.138</td>
<td>0.084</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5,6</td>
<td>0.163</td>
<td>0.037</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5,8</td>
<td>0.140</td>
<td>0.032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>none</td>
<td>0.140</td>
<td>0.029</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>5,9</td>
<td>0.093</td>
<td>0.021</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4  Convergence to multiple solutions—case 2

<table>
<thead>
<tr>
<th>Number</th>
<th>Fault section</th>
<th>m1</th>
<th>m2</th>
<th>m</th>
<th>Fault location result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>0.345</td>
<td>0.209</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3,8</td>
<td>0.276</td>
<td>0.168</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Situation 4:
In the worst case situation, the received information from the FTU method is incorrect and the fault location result of using the CEIAS information converges to multiple solutions. This situation is discussed to verify the effectiveness of the fault location method. The uploaded information of the FTUs is \([1,0,1,0,0,0,-1,-1,-1,0,-1]\) and the uploaded information of CEIAS is \([0,0,1,1,0]\). When using the CEIAS information, it converges to three different solutions. Therefore, it is necessary to separately discuss the three cases and the evidence fusion results are depicted in Tables 6-8. In case 1, the probability density difference is the largest, the value of \(k\) is the smallest, and the probability density of the complete set is less than the first focal element. Thus, this study accepted the maximum probability density focal element of case 1 as the final result, and the conclusion of the section L5 fault is obtained. The result is consistent with the actual situation. However, using the traditional method of single information source for the fault location, the wrong conclusion that sections L3 and L5 are faulty is obtained.
5.2 Fault location simulation

The specific value of the fault tolerance rate is changed according to the different fault conditions. For this reason, the section L3 fault is set in this paper and there are 24 different types of FTUs reporting information according to the distribution network topology in this paper. The fault tolerance rate of the traditional method is 58.3%. The fault tolerance rate of the method proposed in this paper can reach 83.3%, which can be increased by 25%. However, as the coverage area of CEIAS extends, the fault tolerance rate will increase more.

6 Conclusions

In order to improve the fault tolerance of the fault location algorithm, a fault location method for the distribution network based on multi-source information fusion is proposed in this paper. The following conclusions were obtained from this study:

(1) In view of the serious problem of false alarms and missed alarms of FTU information, CEIAS information with high reliability is introduced as a redundant information source.

(2) Aiming at the situation that the coverage of CEIAS is less than the coverage of FTU, thus it is likely to converge to multiple solutions when using CEIAS information for fault location. As a result, an evidence decision criterion is proposed to determine the fault section.

(3) The validity and feasibility of the proposed method are verified by an example. Even in the worst case, the FTU information is wrong and the CEIAS model converges to multiple solutions. The fault section also can be accurately located.

In this paper, the fault section location method is discussed, which is the first step of the fault location for distribution network. In the future work, we will focus on the accurate fault location method, which can find out the fault point on the section. In the background of promoting the construction of IoT, the information of power customers can be acquired by CEIAS. Meanwhile, more and more DGs are connected to the distribution networks. These reasons provide the possibility for the application of the method in this paper. Since this paper takes CEIAS as redundant information source, the improvement degree of fault tolerance rate is related to the coverage rate of CEIAS. As the coverage area of CEIAS extends, the fault tolerance rate will increase more.
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